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Stationarity Concept 

Stationary 

 

● Weak stationary 

 

● Strict stat ionary 

 

 

Non-stationary 

 

Changing statistics 
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Study Area 

Study area consists of 53 meteorological stations (MS) from generally central and southern 

Turkey. Time range for the study is determined as 1976-2005. 

 

 

 

 

 

 

 

 

 

Figure 1. Locations of the MSs 



GEV Models 

• Generalized Extreme Value (GEV) distribution for modeling extreme events 

 

• Block Maxima (BM) series of the time series 

 

• Three-parameter distribution: location (μ), scale (σ) and shape (ξ) 

 

• Cumulative Distribution Function: 

       𝑮 𝒛 = 𝒆𝒙𝒑 − 𝟏 +  𝒛 − ૄો 𝟏/
 

 

 

 



GEV Models 

Four types of GEV models: 

 

 

 

 

 

Model μ σ ξ 

T0 C C C 

T1 CH C C 

T2 C CH C 

T3 CH CH C 

C: Constant CH: Changing 



Covariates 

• Appropriate covariates 

 

• Five covariates (1, 2 and 3 based on literature, 4 & 5 suggested in this study): 

• Tmax (maximum temperature of the day that block maxima event occurred) 

• Y (year) 

• NAO (North Atlantic Oscillation) 

• DN (number of days in a year whose maximum temperature exceeds the long-term average temperature) 

• SL (a linear regression that fitted to the Tmax time series) 

 

 

 



Covariates 

31 GEV models 

 

Model Type Model Tmax Y DN SL NAO

T0 1 - - - - -

2 + - - - -

3 - + - - -

4 - - + - -

5 + + - - -

6 - + + - -

7 + + + - -

20 - - - + -

21 - - - - +

26 - + - - +

27 + - - - +

8 + - - - -

9 - + - - -

10 - - + - -

11 + + - - -

12 - + + - -

13 + + + - -

22 - - - + -

23 - - - - +

28 - + - - +

29 + - - - +

14 + - - - -

15 - + - - -

16 - - + - -

17 + + - - -

18 - + + - -

19 + + + - -

24 - - - + -

25 - - - - +

30 - + - - +

31 + - - - +

Covariates

T1

T2

T3

Table 1. GEV Models and Covariates 



Covariates 

• The best NS model for each MS  

• Akaike Information Criterion (AIC)  𝑨𝑰𝑪 = 𝟐𝑲 − 𝒍𝒐𝒈𝑳 

where 𝑲 is the number of independently adjusted parameters in the model and 𝑳 is the maximum 

likelihood of the model 

• The best NS model vs. S model  

• Likelihood Ratio (LR) test  𝑳𝑹 = −𝟐(𝒚 − 𝒙) 
where 𝒙 is the negative log-likelihood of the simpler model and 𝒚 is the negative log-likelihood of 

the complex model.  



Results 

• Better performance of NS models with one or two covariates 

• NS models where NAO and Y are used as covariates have better performance 

 
Station Best Performing NS LR P-value Reject/Fail to Reject Stationary/Nonstationary

S17090_c 9 2.358 0.125 Failed to Reject Stationary

S17162_c 26 6.100 0.047 Rejected Non-stationary

S17191_c 21 9.295 0.002 Rejected Non-stationary

S17196_c 8 2.843 0.092 Failed to Reject Stationary

S17239_c 20 1.761 0.184 Failed to Reject Stationary

S17242_c 21 5.327 0.021 Rejected Non-stationary

S17244_c 25 11.102 0.004 Rejected Non-stationary

S17246_c 28 5.784 0.055 Failed to Reject Stationary

S17248_c 26 8.969 0.011 Rejected Non-stationary

S17250_c 23 9.214 0.002 Rejected Non-stationary

S17255_c 10 10.505 0.001 Rejected Non-stationary

S17261_c 3 6.923 0.009 Rejected Non-stationary

S17262_c 25 10.926 0.004 Rejected Non-stationary

S17265_c 3 3.557 0.059 Failed to Reject Stationary

S17300_c 23 2.260 0.133 Failed to Reject Stationary

S17310_c 9 6.437 0.011 Rejected Non-stationary

S17320_c 21 2.864 0.091 Failed to Reject Stationary

S17330_c 2 2.909 0.088 Failed to Reject Stationary

S17340_c 9 6.217 0.013 Rejected Non-stationary

S17351_c 3 5.941 0.015 Rejected Non-stationary

S17370_c 11 9.786 0.008 Rejected Non-stationary

S17372_c 11 7.817 0.020 Rejected Non-stationary

S17375_c 21 2.526 0.112 Failed to Reject Stationary

S17684_c 9 1.342 0.247 Failed to Reject Stationary

S17716_c 26 6.773 0.034 Rejected Non-stationary

S17734_c 21 2.882 0.090 Failed to Reject Stationary

S17754_c 10 4.216 0.040 Rejected Non-stationary

Station Best Performing NS LR P-value Reject/Fail to Reject Stationary/Nonstationary

S17762_c 10 1.928 0.165 Failed to Reject Stationary

S17798_c 8 1.391 0.238 Failed to Reject Stationary

S17802_c 21 5.267 0.022 Rejected Non-stationary

S17832_c 8 1.017 0.313 Failed to Reject Stationary

S17836_c 26 9.292 0.010 Rejected Non-stationary

S17837_c 8 2.292 0.130 Failed to Reject Stationary

S17840_c 21 1.092 0.296 Failed to Reject Stationary

S17866_c 3 2.958 0.085 Failed to Reject Stationary

S17870_c 4 2.983 0.084 Failed to Reject Stationary

S17898_c 8 8.315 0.004 Rejected Non-stationary

S17900_c 9 3.442 0.064 Failed to Reject Stationary

S17902_c 23 2.529 0.112 Failed to Reject Stationary

S17906_c 25 7.483 0.024 Rejected Non-stationary

S17908_c 4 4.055 0.044 Rejected Non-stationary

S17926_c 25 9.098 0.011 Rejected Non-stationary

S17928_c 21 1.037 0.309 Failed to Reject Stationary

S17936_c 29 7.624 0.022 Rejected Non-stationary

S17952_c 21 2.129 0.145 Failed to Reject Stationary

S17954_c 9 2.189 0.139 Failed to Reject Stationary

S17958_c 2 1.836 0.175 Failed to Reject Stationary

S17960_c 2 5.349 0.021 Rejected Non-stationary

S17962_c 9 4.477 0.034 Rejected Non-stationary

S17974_c 2 3.654 0.056 Failed to Reject Stationary

S17979_c 3 4.135 0.042 Rejected Non-stationary

S17981_c 10 3.708 0.054 Failed to Reject Stationary

S17986_c 23 3.708 0.054 Failed to Reject Stationary

Table 2. 
Stationarity of the 
MSs 
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Figure 2. Frequency of the Models Types Figure 3. Frequency of the Covariates 



Results 

Figure 4. Stationarity of the MSs 



Conclusion 

• 27 S stations & 26 NS stations 

• Konya Closed Basin: 7 NS & 3 S 

• Doğu Akdeniz Basin: 5 S & 1 NS 

• Asi Basin: 4 NS & 1 S 

• 12 T1 models, 10 T2 models and 4 T3 models  

• NS models with one covariate generally performed better 

• Well performing NS models generally have NAO and Y as covariates 



References 

Akaike, H. 1974. “Markovian representation of stochastic processes and its application to the analysis of 

 autoregressive moving average processes”, Annals Ins. Stat. Math. 26, 363–387. Aon. 2018. 

Coles, S. (2001) An Introduction to Statistical Modeling of Extreme Values. Springer-Verlag. 

 https://doi.org/10.1007/978-1-4471-3675-0 

Condon, L. E., Gangopadhyay, S., & Pruitt, T. 2015. “Climate change and non-stationary flood risk for the upper 

 Truckee River basin”. Hydrology and Earth System Sciences, 19(1), 159–175. https://doi.org/10.5194/hess-

 19-159-2015 

Jenkinson, A. F. 1955. “The frequency distribution of the annual maximum (or minimum) values of meteorological 

 elements”, Quarterly Journal of the Royal Meteorological Society, 81(348), 158–171. 

 https://doi.org/10.1002/qj.49708134804 

Lindgren, G., Rootzen, H., & Sandsten, M. 2013. “Stationary Stochastic Processes for Scientists and Engineers (1st 

 ed.)”, Chapman and Hall/CRC 

Vu, T. M., & Mishra, A. K. 2019. “Nonstationary frequency analysis of the recent extreme precipitation events in the 

 United States”, Journal of Hydrology, 575, 999–1010. https://doi.org/10.1016/j.jhydrol.2019.05.090 

https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1002/qj.49708134804
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090
https://doi.org/10.1016/j.jhydrol.2019.05.090

